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Erratum

Theorem 2.11 (Inspired by Mestre [2008]). Under the setting of Theorem 6
with E[|Zij |4] < ∞ and max1≤i≤p dist(λi(C), supp(ν)) → 0, let f : C → C be
a complex function analytic on the complement of γ(C \ supp(µ)) in C with γ
defined in (2.39). Then,
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for some complex positively oriented contour Γµ ⊂ C surrounding supp(µ)\{0}.
In particular, if c < 1, the result holds for any f analytic on {z ∈ C, ℜ[z] > 0}
with Γµ chosen as any such contour within {z ∈ C, ℜ[z] > 0}.

Section Equation (2.43).
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Section 3.1.1 “GLRT asymptotics” around Equation (3.2). As a con-
sequence, in order to set a maximum false alarm rate (or false positive, or Type
I error) of r > 0 in the limit of large n, p, one must choose a threshold f(α) for
Tp such that

P(Tp ≥ f(α)) = r,

that is, such that
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with µTW1 the Tracy-Widom measure in Theorem 2.15.

Section 3.1.2 “Linear and Quadratic Discriminant Analysis” before
Remark 3.1 Plugging this result into the expression of T (γ)

LDA(x), we find that
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Figure 1: Comparison between empirical false alarm rates and 1− TW1(Ap)
for Ap of the form in (3.2), as a function of the threshold f(α) ∈ [(1 +

√
c)2 −

5n−2/3, (1+
√
c)2+5n−2/3], for p = 256, n = 1024 and σ = 1. Results obtained

from 500 runs. Link to code: Matlab and Python.

in the large n0, n1, p limit,
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where we used in particular the fact that 1−γg̃0(−γ)
γg̃0(−γ) = g0(−γ).

Theorem 2.11 (Optimal decision threshold). Since z ∼ N (0, Ip), it is clear
that the expectation E[T (γ)

LDA(x)] is dominated by ± 1
2 (µ0 − µ1)

TQ̄◦(µ0 − µ1)
which is positive when ℓ = 0 and negative when ℓ = 1, as expected. Yet, the term
g1(−γ)
2c1

− g0(−γ)
2c0

intervenes as a bias. If C0 = C1 (which is indeed the assumption
of LDA) and the training set is “balanced” with c0 = c1, then g0 = g1 and this
bias disappears; however, for C0,C1 distinct, this bias in general remains and
must be accounted for in the decision threshold which, therefore, should not be
zero.

Section 5.1.1 “Regression with random neural network” after Equa-
tion (5.12). The fact that this denominator scales like ∥γQ̄∥ as γ → 0 ex-
plains the major difference between the training and test error behavior in

https://htmlpreview.github.io/?https://github.com/Zhenyu-LIAO/RMT4ML/blob/master/3.1/html/GLRT.html
https://nbviewer.jupyter.org/github/Zhenyu-LIAO/RMT4ML/blob/master/3.1/GLRT.ipynb


Figure 5.5. Due to the γ2 prefactor in Ētrain, the training error is guaran-
teed to be finite (even possibly to vanish) as γ → 0. But for the test er-
ror, since γQ̄ → 0 as N approaches n from each side, if the numerator term
1
n̂ tr K̄X̂X̂ − 1

n̂ tr(In + γQ̄)(K̄XX̂K̄T
XX̂

Q̄) does not scale like γQ̄, then Ētest di-
verges to infinity at N = n. A first counterexample is of course when X̂ = X,
for which the numerator term of Ētest is now
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